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Disruption and new 
tech opportunities
Generative AI enables the emergence of new innovative tech 
opportunities, facilitates integration with existing products 
and services to enhance the user experience (UX), and 
enables automation and efficiency improvements in various 
business processes.

Misuses of the technology and ethical 
risks
Generative AI presents numerous ethical issues, including 
manipulation and the ability to deceive users, copyright 
abuses, lack of accountability, ethical risks such as safety, 
robustness, fairness, transparency, and environmental 
impact, among others.

Upcoming regulation
The regulatory proposal of the AI Act is crucial to safeguard 
against ethical dilemmas, protect user trust, and foster the 
responsible and beneficial applications of AI technology. 
The latest update classifies generative AI systems as 
general-purpose AI and obligates providers to implement 
several transparency requirements. European lawmakers 
expect to adopt the final AI Act before the end of 2023.

Executive summary
KEY TAKEAWAYS

5

Generative artificial intelligence (AI) is the current 
technological trend. This type of technology offers 
numerous applications with highly beneficial 
effects. However, the potential unintended impacts 
on individuals must not be overlooked. Therefore, 
in this whitepaper, NTT Data examines the ethical 
challenges presented by Generative AI.

To accomplish this, we have used the "Ethical 
guidelines for Trustworthy AI" framework as our 
starting point. This framework is a European 
regulatory framework that we previously analyzed 
in our paper titled “Getting ready for trustworthy 
AI regulation”, which explores how to anticipate 
the EU regulatory framework for AI. Additionally, 
the paper provides a brief discussion on the future 
regulation of AI in the AI Act.

It is necessary to understand what generative AI is 
and its implications for all ethical requirements, 
which range from manipulation, the creation of 
deep fakes, copyright violations, black boxes, 
environmental impact, bias, etc. In this sense, the 
future regulation of the AI Act will consider this 
type of technology, and we will see how the 
regulation will impact technological developers 
incorporating this technology.

In general, we can say that the use of generative AI 
entails numerous benefits for companies and 
organizations. However, it can also pose various 
risks for society. Therefore, it is important to use 
technology responsibly, following good practice 
guides and implementing effective government 
solutions

https://es.nttdata.com/documents/ai-regulations-v03.pdf
https://es.nttdata.com/documents/ai-regulations-v03.pdf


Generative Artificial Intelligence (AI) is 
becoming a game-changer in the field of AI 
applications. This technology has captivated 
the public's imagination due to its seemingly 
limitless potential. An example of its success is 
ChatGPT, which has rapidly gained popularity, 
with over 13 million daily visitors and a 
valuation of $29 billion[19].

We recognize the significant role this 
technology will play in commercial proposals 
and the benefits it will bring to organizations, 
businesses, and customers. That is why we aim 
to assist organizations in ensuring compliance 
with regulations and addressing the various 
ethical and business risks involved.

As the use of Generative AI continues to grow, 
its impact on society becomes increasingly 
evident. Therefore, it is crucial to address the 
ethical consequences to ensure that its 
development and deployment aligns with 
societal values.

The aim of this paper is to analyze the ethical 
considerations of generative AI. We believe 
that the advancement of this groundbreaking 
technology should adhere to regulations set 
forth by various governing bodies. In this 
paper, our focus is on examining generative AI 
within the context of the European Union 
framework. Specifically, we aim to assess how 
this technology aligns (or doesn't align) with 
the Trustworthy AI requirements outlined by 
the European Commission in 2019. 
Additionally, we will review how the AI Act, 
introduced in 2021, will impact the 
development of these types of technologies.

Introduction

Image created in Midjourney (left) and variations over 
the same image (right).



At its core, Generative AI refers to 
deep learning models capable of 
creating text, images, or other types 
of content that resemble the data they 
were trained on. By learning patterns 
in the training data, these algorithms 
gain the ability to generate new and 
innovative outputs by producing new 
samples in the same data format [14]. 

Generative AI models can be classified 
in various ways, such as based on the 
type of output they produce (text, 
images, multimodal, etc.) or the 
underlying architecture they employ. 
In general, models that generate 
images are known as Generative 
Adversarial Networks (GANs) or 
diffusion models, while models that 
generate text or audio are typically 
autoregressive, predicting future 
values using previous values as input. 
Each of these techniques has led to 
the development of cutting-edge 
products that are currently being 
utilized and advancing the application 
of AI solutions. Among the various 
families of deep learning models 
capable of generating new data 
samples, Autoregressive and Diffusion 
models have shown the highest 
quality results in recent years.

Diffusion models are great at 
creating visual and multimedia 
content or performing image 
inpainting and outpainting when 
provided with a text prompt 
describing the desired result. Notable 
diffusion models for image generation 
include DALL·E 2, Image GPT, 
Midjourney, and Stable Diffusion.

On the other hand, autoregressive 
models drive Large Language Models 
(LLMs) such as ChatGPT. These models 
generate text one word at a time, utilizing 
the text provided by the user as input, 
along with all the text previously 
generated by the model. LLMs typically 
employ a Transformer decoder-only 
architecture and demonstrate exceptional 
performance across a range of natural 
language processing tasks, benefiting 
from the knowledge acquired during 
training on vast amounts of internet-scale 
data.. 

Generative AI has the potential to be 
applied across various sectors, including 
banking. In banking, it can be used for 
detecting fraudulent transactions, 
generating synthetic data to train ML 
models, safeguarding customer data 
using GAN to calculate value-atrisk
estimates, and predicting potential losses 
in specific scenarios. It also finds 
applications in education, such as 
personalized course design, virtual 
simulations to enhance student learning, 
and restoration of historical learning 
materials. Additionally, in healthcare, it 
enables streamlined drug discovery and 
development, personalized treatments, 
improvements in medical imaging, and 
population health management, among 
others. However, alongside its promising 
and limitless future, the use of Generative 
AI also brings unwanted consequences. 
These include perpetuating existing 
biases, concerns regarding ownership, 
the ability to produce fake news and 
impersonate individuals, and more. These 
issues raise important questions about 
ownership, accountability, and control, 
which we will explore further in the 
following sections.

Generative AI

Diffusion models
• Visual and multimedia 

content
• Work with prompts

• Transform text-to-image
• Ex.: Dall-e 2, Midjourney, 

Stable Diffusion

Autoregressive models
• Large Language models
• Learn words, 

relationships and 
concepts behind them

• Ex: ChatGPT, PaLM 2, 
LLaMA, Pythia

(Top) Images of “calculators” created in Midjourney and 
(below) description of a calculator in ChatGPTCHAPTER 1
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ethical principles and values and be 
technically and socially robust. 

In addition to the guidelines, HLEG AI 
presents various requirements for AI 
systems to be deemed trustworthy. 
These requirements encompass 
aspects such as human agency and 
oversight, technical reliability and 
security, data privacy and 
governance, openness, diversity, 
nondiscrimination, fairness, societal 
and environmental well-being, and 
accountability.

In the following sections, we will 
describe these requirements and 
analyze the challenges posed by 
generative AI in meeting them.

Human 
agency and 
Oversight

Technical 
robustness 
and Safety

Accountability

Societal and 
Environmental 

wellbeing

Privacy and 
Data 

Governance

Diversity, Non-
Discrimination 

and Fairness
Transparency

To be 
continuosly 

evaluated and 
addressed 

throughout 
the AI system’s 

lifecycle

December 7th 2018

Declaration of 
cooperation 

on AI April 25th 2018

April 10th 2018

2 0 1 8 2 0 1 9

Ethics Guidelines 
for Trustworthy AI
(High Level Expert 

Group on AI)

April 8th
2019

Whitepaper 
on AI

July 17th 2020February 19th 2020

2 0 2 0 2 0 2 1

The AI Act

April 21st 2021

Coordinated 
plan on AI Assessment List 

for Trustworthy 
AI (ALTAI)Communication 

AI for Europe

2 0 2 2
February 23th 2022

Data Act

List of the European Commission's regulatory proposals

Ethical considerations of 
Generative AI

European Commission (2019) Ethical guidelines for Trustworthy AI: requirements

CHAPTER 2

This new potential of AI defines the 
future of the next generation of AI 
solutions. However, as mentioned 
previously, the exponential growth of 
generative AI and its widespread use 
necessitate reflection on how to 
develop this technology safely and 
sustainably, ensuring that all 
stakeholders can benefit from it.
European regulations are at the 
forefront of promoting the 
development of ethical AI. Therefore, it 
is appropriate to examine the 
challenges associated with this 
technology, as it aligns with the criteria 
for trustworthy AI development. The 
"Ethical Guidelines for Trustworthy 
AI" (2019) is a framework developed by 
the High-Level Expert Group on 
Artificial Intelligence (HLEG AI), 
appointed by the European 
Commission.
This document outlines the ethical 
vision for artificial intelligence 
specifying that an AI system must 
comply with all relevant laws and 
regulations, adhere to



Ethical 
considerations of 
Generative AI

Human agency 
and oversight

The European Commission emphasizes that AI systems should empower 
humans, promote their fundamental rights, and allow for human oversight. 
However, Generative AI presents challenges in supporting user autonomy and 
oversight. Organizations need to be aware of the potential overestimation of 
system dynamics and the difficulty in monitoring results to ensure human 
autonomy and oversight. Among the ethical issues associated with this 
requirement, we identify the following:

Impact on Decision-Making Generative AI has the potential to limit decision-
making processes by providing highly personalized 
and specific options, creating a phenomenon known 
as the 'filter bubble.' This restricts the user's 
exposure to diverse perspectives and opinions, 
leading to a limited worldview and decision-making 
based on biased information. On the other hand, 
generative AI can also be maliciously employed to 
manipulate decision-making through persuasion 
techniques and targeted advertising. For instance, 
messages or advertisements designed to exploit 
users' emotional vulnerabilities and persuade them 
to make specific decisions.

Manipulation The ability of generative AI to produce responses 
that closely resemble human responses can create 
deception for individuals interacting with it, leading 
to confusion about the entity they are engaging with 
or generating a false sense of overestimating the 
capabilities of the technology. Consequently, 
developers of generative AI tools must ensure that 
their systems are interpretable to users. Otherwise, 
users may require assistance in understanding how 
the systems function, which can result in 
misinterpretation or an overestimation of their 
capabilities. This is why some people refer to AI 
systems as 'stochastic parrots.

Distorsion of reality In a similar vein, the capability of this technology to 
generate credible content can significantly impact 
our perception of reality. For instance, when applied 
in social networks, generative AI used to create 
augmented reality effects superimposed on faces 
and bodies can deceive users and contribute to 
psychological issues such as distorted perception of 
reality, social pressure, and anxiety. Additionally, this 
effect can pose risks, such as the potential for 
identity theft.

REQUIREMENT



Overestimation of
capabilities

Generative AI has been hailed as a 
transformative tool that can revolutionize 
content creation, enabling virtually anyone to 
create diverse content with minimal effort. This 
has fueled significant hype around AI, leading to 
an overestimation of its capabilities. Presently, 
there is considerable debate surrounding the 
potential of Generative AI to advance artificial 
general intelligence, an AI system that matches 
human-level intelligence. However, it is crucial to 
recognize that we may be overestimating the 
technology's abilities.
In a notable interview conducted by Kevin Roose, 
a columnist for The New York Times, with 
Microsoft's search engine, Bing, powered by GPT-
3, the AI's responses surprised Roose. The AI 
exhibited dark desires and even expressed 
affection for the interviewer. Roose reflects on 
this encounter, stating, "[...] I am no longer 
concerned solely about these artificial 
intelligence models making mistakes. Instead, I 
worry about the technology's potential to 
influence human users, persuading them to 
engage in harmful and disruptive behaviors and 
potentially even posing physical risks" [18].

Human Oversight It is crucial to ensure human oversight of 
generative AI systems to promote ethical and 
responsible use. This oversight involves 
monitoring the system's generated content and 
intervening when necessary to prevent potential 
harm. Content moderation serves as one of the 
key measures for oversight, albeit a complex and 
challenging task. As generative AI systems 
advance, the content they produce may only be 
suitable and safe for specific audiences. To 
address this, developers strive to filter out 
harmful or biased content and implement 
mechanisms that activate when a user searches 
for potentially harmful results.
Reinforcement Learning from Human Feedback 
(RLHF) is a prominent area of research aimed at 
aligning generative AI systems with human 
values. This approach, utilized in training 
ChatGPT, leverages human feedback to enhance 
system performance. However, users are 
attempting to bypass content moderation 
triggers by reformulating their requests in an 
attempt to deceive the generative AI. An example 
illustrating this behavior is provided on the 
following page.



Ethical considerations of 
Generative AI

Technical 
robustness and 
safety

Generative AI is a powerful and potentially revolutionary technology, and as its 
content becomes increasingly sophisticated, the question of general safety and 
reliability arises. In order to improve technical robustness and safety, 
organizations can establish rigorous testing and validation processes that 
include comprehensive testing on a wide range of inputs, as well as regular 
monitoring and updates on the model. Some of the ethical problems regarding 
technical robustness and safety are as follows:

Social engineering attacks Social engineering is an attack in which attackers 
exploit human behavior to gain access to private 
data or resources. These attacks can be even more 
effective when using generative AI, as AI systems 
can generate believable messages and scenarios to 
manipulate victims into acting against their own 
interests. For example, AI systems have been 
employed to create convincing phishing emails that 
can deceive even experienced users into revealing 
sensitive information. Additionally, generative AI can 
personalize attacks, making them virtually 
indistinguishable from legitimate messages. For 
instance, a social engineering attack could be 
tailored to target a specific individual or 
organization, thereby making it more challenging to 
detect. Moreover, generative AI can also be used to 
generate authentic-looking documents that can be 
utilized to gain access to secure systems.

Misinformation and 
content falsification

Generative AI can also contribute to the spread of 
misinformation and fake news, which can have 
profound security implications. AI-generated news 
articles have the potential to influence public 
opinion and can be used to manipulate voters in an 
election or discredit individuals or organizations. 
Similarly, AI-generated fake news stories can be 
employed to attack the reputation of individuals or 
organizations, or to disseminate false information 
about specific policies or actions. According to 
Goldstein et al. (2023) [14], the utilization of large 
language models (LLMs) to replace human writers 
could potentially reduce the cost of damaging 
propaganda observed in social media, such as mass-
media campaigns, fake news, or fraudulent 
websites. In the coming years, as language models 
continue to improve, we may witness the capability 
of generative models to produce more persuasive 
text specifically tailored to targeted audiences.

REQUIREMENT



Deep fakes & Fake news These are some of the most troubling issues in the 
world of generative AI, as they can be utilized to 
spread disinformation and manipulate people's 
opinions. Deepfakes are computer-generated videos 
or images that can be employed to create realistic-
looking fake content, disseminate false information, 
or discredit individuals or organizations. On the 
other hand, fake news is a term used to describe 
false or misleading information, typically spread 
through social media, that is often designed to 
influence people's opinions on specific topics. 
Generative AI tools have significantly increased the 
amount of fake news created and circulated on 
social media networks and other platforms.
The potential for deepfakes and fake news to spread 
lies and misinformation is alarmingly high. 
Deepfakes are increasingly being used as a tool for 
political propaganda. For example, there have been 
reported cases in which deepfakes were employed 
to make it appear as if politicians are saying things 
they never actually said or doing things they never 
actually did.

Fake news can also be employed as a deceptive 
tool, as it can be designed to resemble content 
from reliable sources. This type of fake news is 
often disseminated through social media 
platforms and frequently contains false or 
exaggerated claims. It can also serve as a form of 
political propaganda, allowing its creators to 
influence people's opinions on specific topics.
The problem of deepfakes and fake news is a 
complex issue that requires time to solve. In 
order to address this problem, ensuring 
truthfulness in generative AI is crucial. However, 
achieving this aspect is challenging. According to 
the TruthfulQA benchmark test displayed in the 
image at the top, most generative models 
provide accurate answers only 25% of the time 
on average.

In March 2022 during the Russian invasion of Ukraine, the Ukrainian TV news website was hacked showing 
a deepfake of President Volodymr Zelensky falsely declaring the country's surrender. On the left you can 
see the image of the deepfake and on the right, the real image of the president from which it was 
extracted.

Source: Stanford University Artificial Intelligence Index Report 2022



Privacy and data 
governance

Ethical considerations 
of Generative AI

Generative AI relies on large amounts of data to train and improve its 
algorithms. This data often includes personal or copyrighted information, like 
images of people or artwork. If this data is not properly protected or 
anonymized, it can be misused for unethical purposes. To address this, 
organizations should establish strong data governance measures, including 
clear policies and procedures for data collection, storage, and use. Ethical 
concerns arise in relation to this aspect:

Copyright and Intellectual
Property

Generative AI tools, which can create music, art, and 
other content, pose several challenges in terms of 
copyright. There are concerns regarding the 
ownership of copyright for AI-generated works, as it 
can be difficult to determine who should be 
considered the creator or owner of the copyright in 
a machine-generated work. On one hand, AI-
generated works may infringe upon existing 
copyrights, such as when an AI model is trained on 
copyrighted data without the permission of the 
rights holder. For instance, there is an ongoing 
debate within the global creative community about 
generative AI, as it is viewed as a threat capable of 
mimicking, copying, and creating images based on 
copyrighted art. Using copyrighted material as 
training data can result in outputs that closely 
resemble the style of existing artists, making it 
challenging to distinguish them from the works of 
the original author. An example of this is the artwork 
by the illustrator Hollie Mengert, who recently 
reported the discovery of a Generative AI model 
capable of reproducing her style [4]. The images on 
the left depict the illustrator's original work at the 
top, and below, the copy generated by the AI.
Another challenge is determining fair use when it 
comes to AI-generated works, as it can be unclear 
what constitutes fair use in the context of machine-
generated content. AI can also generate content 
that closely resembles existing works, raising 
questions about copyright infringement and the 
originality of the AI-generated work. An example of 
this is the project 'The Next Rembrandt,' which 
involved a group of Dutch organizations aiming to 
create a new painting in the style of the renowned 
artist Rembrandt using data and artificial 
intelligence.

REQUIREMENT



The project involved analyzing Rembrandt's 
existing works to identify his unique style 
and techniques. This data was then used to 
generate a 3D-printed painting that 
resembled a new, never-before-seen 
artwork in the style of Rembrandt. The 
project aimed to demonstrate the potential 
of AI in the art world and sparked a debate 
on the role of technology in creative fields.

In general, copyright issues related to the 
use of generative AI tools are complex and 
require careful consideration of intellectual 
property rights and ethical standards. When 
creating new content with generative AI, it is 
important to address the copyright 
ambiguities surrounding authorship and 
ownership of AI-generated content. 
According to Dilmegani (2023)[8] , our 
concerns should revolve around three 
questions: Are works created by AI eligible 
for copyright protection? Who would hold 
ownership rights over the created content? 
Can copyrighted-generated data be used for 
training purposes?

The next Rembrandt

"The Next Rembrandt" is a project that used 
artificial intelligence to create an artwork in 
the style of the famous Dutch painter. 

Although some argue that the created work 
cannot be considered an original creation of 
the deceased artist, questions about 
authorship and copyright remains 
controversial.

Lack of regulation In the absence of strong regulations, the 
responsibility falls on individual organizations and 
developers to ensure responsible usage of 
generative AI, addressing potential ethical concerns, 
and complying with applicable regulations and laws. 
This may involve using diverse training data, testing 
models for bias and discrimination, and maintaining 
transparency throughout the development and use 
of generative AI systems. Consequently, there is a 
growing need for effective data governance 
frameworks in the realm of generative AI.
When referring to data governance, it describes how 
an organization manages data throughout its 
lifespan, encompassing collection, storage, sharing, 
and disposal. In the context of generative AI, data 
governance ensures that the data used to train 
these models are of high quality, diverse, and 
representative of the target population.

Nevertheless, as this technology becomes more 
prevalent, governments and regulatory bodies are 
implementing laws and regulations to ensure 
responsible use of AI technology. For instance, the 
European Union's General Data Protection 
Regulation (GDPR) safeguards the data privacy of 
European citizens, and organizations utilizing 
generative AI must adhere to these regulations. 
The latest update of the AI Act also contemplates 
these types of measures, which we will explain 
later.
However, without clear, specific regulation and, 
above all, a global response, regulatory 
compliance with generative AI may prove to be 
inadequate and inconsistent.
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Generative AI

Transparency

Transparency is important to ensure that generative AI models produce fair 
and unbiased content that aligns with human values. It is crucial for 
organizations and developers to establish open communication channels with 
stakeholders, providing them with information about the decision-making 
processes involving generative AI. This helps users make informed decisions. 
The ethical considerations for improving transparency in generative AI are:

Black boxes The "black box" effect refers to the lack of 
interpretability or transparency in the decision-
making processes of generative AI models. These 
models utilize complex algorithms and machine 
learning techniques to generate new data or create 
outputs like images or text. However, understanding 
how these models produce their outputs is often 
challenging.
Generative AI models are often seen as black boxes, 
as their inner workings are not transparent or 
explainable to humans. This lack of transparency 
raises ethical concerns regarding the fairness, 
accountability, and trustworthiness of these models. 
It poses challenges for researchers and practitioners 
seeking to comprehend their functioning and 
improve their performance. Moreover, applications 
in fields such as healthcare or finance, where the 
outcomes of these models can have significant 
consequences, also face concerns.
To tackle this challenge, researchers are exploring 
new methods to interpret and explain the outputs of 
generative AI models. These methods include 
visualizing the internal workings of the model, 
analyzing its learned representations, and testing its 
outputs against real-world data.
By enhancing our ability to understand and interpret 
these models, we can unleash their full potential 
while ensuring their safety and reliability.

REQUIREMENT



Diversity, non-
discrimination 
and fairness

Ethical considerations of 
Generative AI

Fairness in generative AI refers to the systems' ability to produce 
unbiased outputs, without discriminatory or unjust bias based on factors 
like race, gender, or age. Achieving fairness requires careful design, 
training, and ongoing evaluation to prevent the perpetuation of biases or 
reinforcing existing inequalities. Additionally, the reduction of 
competition poses challenges to ethical development. Here are some 
examples of the ethical considerations regarding diversity, non-
discrimination, and fairness

Discrimination and bias As mentioned earlier, Generative AI can be seen as a 
complex black box. If a system is not properly 
designed and trained, it can perpetuate societal 
discrimination and inequality. Some biases may be 
introduced into the training dataset due to existing 
societal biases.
As humans, we tend to rely on preconceived ideas 
and stereotypes to make sense of the world, which 
can influence the systems we develop. For instance, 
when generating images based on the prompts
"doctor" and "nurse" in Stable Diffusion, highly 
stereotypical gender roles are depicted, showing 
men for "doctor" and women for "nurse”.

Images created in Stable Diffusion using the prompt “doctor” and “nurse”.

REQUIREMENT



At the same time, the outputs of generative AI 
models can be highly convincing. However, there are 
instances where the data they produce is incorrect 
or biased. For example, Stack Overflow, a popular 
question-and-answer website for programmers, has 
banned content created by ChatGPT due to the 
substantial harm caused by the AI-generated 
answers, which are often incorrect despite 
appearing plausible.

It is important to note that while Large Language 
Models (LLMs) have become more skilled, they have 
also become more biased. Stanford University[3] has 
highlighted that despite achieving new technical 
benchmarks, these models have a greater tendency 
to reflect biases from their training data. As 
illustrated in the figure above, a 280 billion 
parameter model developed in 2021 exhibits a 29% 
increase in elicited toxicity (measuring the degree of 
incivility, contempt, or unreasonableness that can 
lead to conversation termination) compared to a 117 
million parameter model that was considered state-
of-the-art in 2018. This demonstrates that as the 
capacity of these systems grows over time, so does 
the potential severity of their biases.

Offensive content 
generation

Generative AI tools have the ability to generate 
offensive content, including discriminatory or violent 
images and text. The generation of offensive content 
raises significant ethical concerns. As AI-generated 
content becomes more realistic, there is a risk of it 
being misused to create offensive or inappropriate 
material. For instance, AI-generated images could be 
utilized to create fake pornography or terrorist 
propaganda. The dissemination of such material 
online can have severe consequences, and its 
realistic nature makes it difficult to detect. Moreover, 
the deployment of AI models, such as Twitter bots or 
deep fake software for non-consensual sexual 
purposes, further adds to the dangers. A report by 
Sensity AI[1] revealed that 96% of deep fakes were 
non-consensual sexual content, with 99% depicting 
women. This example highlights that the issue 
extends beyond offensive content and can 
perpetuate gender-based violence against women.

Reduction of competition As mentioned in McKinsey[23], GPT-3 was trained on 
approximately 54 terabytes of text data at a 
significant cost, estimated to be several million 
dollars. These resources are only accessible to a 
limited number of competitors. If the use of 
generative AI and large language models (LLMs) 
becomes widespread, it could pose challenges for 
smaller companies to compete in the market. They 
may require assistance to keep up with larger 
companies that have access to more advanced AI 
technology. In response to this, the Open-Source 
community is already working on creating 
generative AI tools, such as Bloom or OPT, that can 
be used freely without the need to pay large 
corporations. 

Stanford University Artificial Intelligence Index Report 2022



Societal and 
environmental 
wellbeing

Sustainability in generative AI is increasingly important as we strive to combat 
environmental degradation and conserve natural resources. To address the 
ethical implications, organizations are advised to continuously monitor and 
evaluate the societal and environmental impact of their generative AI projects. 
By assessing the impact in advance, organizations can identify any potential 
adverse consequences and take proactive measures to mitigate them

Power Consumption One of the most critical ethical considerations is the 
potential for high power consumption levels. AI 
systems require high-end computers and servers to 
run, consuming a significant amount of electricity to 
function correctly. Training and using generative AI 
systems can demand substantial power and 
computational resources. For example, according to 
Tyrrell (2023)[21], the energy required to train Alpha 
Go would have been enough to power a human's 
metabolism for a decade. Moreover, LLMs are even 
more energy-intensive. Microsoft, the host of a 
custom-built supercomputer for training OpenAI's AI 
models, has reported that the system comprises 
over 285,000 CPU cores and 10,000 GPUs. The 
estimation of power consumption in training and 
operating LLMs can vary. However, a study called 
"Carbon Emissions and Large Neural Network 
Training“ [17] found that training a sizable natural 
language processing model can result in emissions 
comparable to those generated by three round-trip 
flights made by a passenger jet traveling between 
San Francisco and New York.

Impact on human labour Generative AI has raised questions about the role of 
human labor. Advancements in AI technology have 
the potential to automate numerous jobs, potentially 
reducing the demand for human workers. This can 
result in job displacement, especially in low-skilled 
positions, and can have a significant impact on the 
economy and society. Additionally, the use of AI 
tools in personnel selection processes is another 
application that raises concerns regarding the biases 
introduced by these algorithms, which is an issue of 
growing concern.

Ethical considerations of 
Generative AI

REQUIREMENT

30



Accountability

Ethical considerations of 
Generative AI

As generative AI technology advances, there is a need for precise regulation. It 
becomes challenging to determine responsibility as AI becomes more refined 
and automated responses blur the line between human action. To improve 
accountability, organizations can document and track decision-making, 
aligning projects with ethical guidelines and future regulations. Several ethical 
concerns arise from this requirement, including

Lack of clear responsibility Generative AI systems are powered by stochastic 
algorithms, which means that the results of their 
decisions and actions are sometimes unpredictable. 
As a result, it might be challenging to identify who, if 
anybody, is accountable for the outcomes of a 
particular AI-driven process that needs to be fixed. 
Applications for generative AI are frequently used to 
automate procedures and make choices that would 
otherwise be challenging or impossible without 
human involvement. While AI systems are often 
more accurate than humans in making certain 
decisions, they are not infallible and can make 
mistakes. To prevent such mistakes, they must be 
held to the same standards of responsibility and 
accountability as traditional decision-makers, even 
when those decisions involve AI-driven processes.
It is also important to note that generative AI 
systems can raise privacy concerns as they often 
collect and process large amounts of data about 
individuals. Moreover, this data can be used for 
marketing purposes, manipulation of public opinion, 
or even discrimination against specific individuals. 
By establishing clear responsibility and 
accountability, organizations can ensure that 
generative AI models are developed and used 
ethically and responsibly, and that any negative 
consequences are identified and addressed 
promptly. This can build trust with stakeholders and 
ensure that the benefits of generative AI are realized 
while minimizing potential risks.

REQUIREMENT



The AI Act is a comprehensive 
legislative framework proposed by the 
European Union to regulate the 
development and deployment of AI 
systems, which fall into four categories: 
unacceptable risk, high risk, limited 
risk, and low (or minimal) risk. 
Depending on the risks posed by AI 
systems, we can find prohibited 
systems labeled as unacceptable, such 
as AI systems that exploit people’s 
vulnerabilities or the use of 
autonomous weapons. Systems labeled 
as high risk include those used for 
access to employment, education, or 
public services, for which conformity 
assessment requirements are 
established. Systems of limited risk, 
such as chatbots, have transparency 
obligations established, and finally, 
systems of minimal risk.

On May 11th, a key committee of 
lawmakers in the European Parliament 
(members of the European Parliament's 
internal market (IMCO) and civil 
liberties (LIBE)) agreed on their final 
text regarding the proposed AI Act, 
which includes a series of obligations 
for generative AI [7].

The members of the European 
Parliament included the concept of 
foundation models, a term to describe 
an AI model that has been trained on 
broad data at scale, that is designed for 
generality of output and that can be 
adapted to a wide range of distinctive 
tasks. Such technologies include, for 
example, large language model 
generative AI systems like ChatGPT.

These specific requirements and 
obligations do not amount to 
considering foundation models as high 
risk AI systems but should guarantee 
that the objectives of the AI Act 
regulation to ensure a high level of 
protection of fundamental rights, health 
and safety, environment, democracy 
and rule of law are achieved.

Overall, the regulations of the AI Act are 
anticipated to have a considerable 
influence on the progress and 
application of generative AI within the 
EU, guaranteeing its ethical and 
responsible employment. Undoubtedly, 
there will be a cost associated with 
meeting these regulatory requirements. 
It is estimated that complying with 
these regulations could amount to 4-5% 
of the investment in high-risk 
applications. Additionally, verification 
charges could increase these fees by 2-
5%.

With this revision of the regulation, 
generative foundation models will be 
classified under the category of 
general-purpose AI, and providers of 
generative foundation models will be 
obligated to comply with additional 
transparency requirements, such as:

• Disclosing that the content was 
generated by AI and ensuring that 
AI systems intended to interact 
with natural persons are designed 
and developed in a way that 
informs individuals that they are 
interacting with an AI system.

• Taking responsibility for the 
design and training of their 
models, ensuring they have 
appropriate safeguards in place to 
avoid generating illegal content, 
and respecting fundamental 
rights such as freedom of 
expression.

• Publishing summaries of the use 
of training data protected under 
copyright law.

No Obligations

Transparency obligation

Conformity assessment

Minimal risk

Limited risk

High risk

Unacceptable 
risk

Prohibited

Social scoring, mass 
surveillance, 
manipulation of 
behaviour causing 
harm

Access to 
employment, 
education or social 
services

Chatbots, 
biometric 
categorization

Regulating Generative AI: 
The impact of the AI Act

In conclusion, regulating 
generative AI through the AI Act is 
a complex issue that requires 
careful consideration of the 
potential risks and benefits.

While the proposed expansion of 
the AI Act to consider generative 
AI as systems that should 
guarantee all the objectives of the 
regulation is a step in the right 
direction, much work must be 
done in defining a clear and 
appropriate  framework that 
accommodates the versatile 
nature of generative AI. 

“By working together to ensure
that generative AI is developed and 
implemented ethically and responsibly, we 
can unlock its full potential while 
mitigating potential harm.”

DAVID PEREIRA PAZ
Head of Data & Intelligence
Europe

AI Act risk classification 

CHAPTER 3



Generative AI has the potential to 
revolutionize many aspects of our 
modern lives. Its incredible ability to 
generate creative and unique outputs 
offers numerous exciting opportunities, 
including assisting in writing this paper. 
However, it is also crucial to recognize 
that, like any new technology, there are 
several risks associated with its usage, 
and malicious actors can exploit its 
capabilities. The sector is advancing 
rapidly, and the market needs to adapt 
to proposals that incorporate this 
technology, ensuring that researchers 
and developers prioritize performance 
and functionality while addressing the 
ethical issues arising from its use.
After analyzing the situation, it can be 
concluded that although generative AI 
has the potential to positively impact 
commercial and social sectors, there is 
still work to be done to align it with the 
principles of Trustworthy AI. According 
to the European Commission, 
Trustworthy AI consists of three 
components. Firstly, it must be lawful 
and comply with all applicable laws and 
regulations. However, generative AI 
poses challenges in terms of 
regulation, copyright, intellectual 
property infringement, and the 
creation of offensive or false content. 
Secondly, trustworthy AI must adhere 
to ethical principles and values.

Unfortunately, generative AI has 
raised concerns about discrimination, 
biases, manipulation, responsibility, 
misinformation, and falsification.
Finally, Trustworthy AI should be 
robust both technically and socially. 
Current generative AI systems exhibit 
misalignments regarding the creation 
of fake news, social engineering 
techniques, and the potential impact 
of this technology on human labor.
This document states that the ethical 
considerations surrounding 
generative AI are complex and 
multifaceted. While generative AI can 
revolutionize how we create and 
consume content, it can also 
propagate false information, 
exacerbate societal biases, or 
threaten privacy rights, to name a 
few. To address these concerns, 
ethical considerations must be 
prioritized throughout the 
development and implementation of 
generative AI. This includes ensuring 
that the input data is unbiased, 
transparently communicating the 
limitations and potential biases of the 
technology to end-users, complying 
with regulations, and implementing 
robust monitoring and accountability 
frameworks.
As the field of generative AI continues 
to evolve, developers, policymakers, 
and society must remain vigilant and 
proactive in addressing ethical 
concerns.

*We have been using OpenAI ChatGPT and Sudowrite, a GPT3-based writing assistant.
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WHY NTT DATA?
NTT DATA has years of experience in AI and has the necessary tools: 
to create awareness of the importance of ethical AI, to define 
responsible governance and to implement this type of solutions in a 
secure and compliance way thanks to our partnerships with key 
suppliers and our natural language Processing asset Dolffia.

Dolffia is an AI-based document processing platform that automatically 
classifies a wide range of document types and extracts the salient 
information they contain at speed and with high levels of accuracy.

By automating repetitive manual processes, Dolffia boosts throughput, 
reduces human errors and allows employees to focus on tasks requiring 
human judgment.

To find out more about how Dolffia can help your business, contact your NTT 
DATA representative

https://www.syntphony.com/dolffia.html
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